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Abstract

This study aims to compare the effect of test length on the degree of ability parameter estimation in the two-parameter and three-parameter logistic models, using the Bayesian method of expected prior mode and maximum likelihood. The experimental approach is followed, using the Monte Carlo method of simulation. The study population consists of all subjects with the specified ability level. The study includes random samples of subjects and of items. Results reveal that estimation accuracy of the ability parameter in the two-parameter logistic model according to the maximum likelihood method and the Bayesian method increases with the increase in the number of test items. Results also show that with long and average length tests, the effectiveness is related to the maximum likelihood method and to all conditions of the sample size, whereas in short tests, the Bayesian method of prior mode outperformed in all conditions. Results indicate that the increase of the ability parameter in the three-parameter logistic model increases with the increase of test items number. The Bayesian method outperforms with respect to the accuracy of estimation at all conditions of the sample size, whereas in long tests the maximum likelihood method outperforms at all different conditions.
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1. Introduction

Educational and psychological testing theories have played a significant role in developing education. These theories have established a framework, based on scientific and statistical hypotheses, to process different testing issues in a way that would help scholars and teachers handle numerous educational issues and ensure that reliable and precise statistics about the testing process are
obtained. Consequently, sound educational decisions can duly be made about the students and the effectiveness of the program of the schools. Scientists and researchers wasted no time in improving the testing process by relating it to subjects’ psychological features, such as personality, behavior, and academic achievement.

As in all of the sciences, educational and psychological measurement has gone through various phases of development to include psychological and educational tests. These tests have been based on different theories and principles; among those theories is the Classical Test Theory (CTT), which remained the norm in the psychological and educational field for a long time. It was used in a variety of testing situations, including psychological and educational tests. The theory has its defects, however, which results in narrowing its scope in important examinations and testing processes (Abu-Allam, 2005; Janssen et al., 2014). Specifically, the major deficiency in CTT is the dependence of the characteristics of items on those of the testees and vice versa. This means that the separate features (ability coefficients) depend on the testee sample used in its evaluation; the testees’ features also depend on the items sampled in its evaluation. Because of these weaknesses in CTT, researchers developed a new theory called Item Response Theory (IRT), which had been called Latent Trait Theory (LTT). This theory comprises several models called item response models (Philip & Ojo, 2017). Lord (1953) introduced the principles of this theory, which amends the weaknesses in the classical theory by introducing a method of terminology that features fixed item parameters. These include the difficulty parameter, discrimination, and guessing, in addition to standardizing measurements of difficulty and testees’ ability so that test developers can select the most suitable items to classify the testees on the basis of performance levels (Sulaiman, 2009); Costa and Ferrão (Costa & Ferrão, 2015). In the item response theory, the first step is specifying the item parameter and the ability parameter. Specifying these estimations defines the features of these models. The success of specifying this estimation depends on the availability of suitable procedures to estimate these parameters. In fact, there are many methods to specify item parameters and ability parameters. Such methods make use of numeric analysis, which can be implemented by using computer programs (e.g., BILOG-MG3, MULTILOG, and SYSTAT). Baker and Kim (2017) have stated that specifying the testee’s ability is the principal goal of the test. The ability traits in this testing process can be personal or mental and are estimated in light of the IRT according to his/her response in the test. There are two methods for estimating the ability of the testee. The first is maximum likelihood estimation, which entails calculating the likelihood at more than one value at (θ) and (θ) of the maximum likelihood, which is the ability of the testee. The second method is Bayesian estimation, which is based on the proposition that there is a previous ability distribution of the testees’ abilities in their society, and this distribution is mostly normal (Kim et al., 2015). Thissen and Wainer (1982) have pointed out that it is difficult to define the amount of error in estimating parameters with IRT. This error shows the precision in estimating the used model’s parameters, because precision indicates the limit of the agreement between decisions based on the test results and decisions made when the results show no testing mistakes. Assuming that a test having no error is practically impossible, this would be how precision must be measured (Azizan et al., 2019). In the modern theory (IRT), scholars and researchers in the field of psychological and educational testing have tried to find factors that might affect the estimation precision (Finch & Edwards, 2016). This study is also an attempt to discover ability estimation precision in both methods: maximum likelihood estimation and Bayesian estimation in the three-parameter logistic model in the following variables: test length, test items difficulty coefficient, and sample size.

1.1 Problem and Questions of the Study

The success of ITR implementation basically depends on accurate selection of the suitable mode of ability estimation. Inaccurate selection affects three different aspects: selection of items used, finalizing the test, and the final estimation of the trait. Applications of IRT depend on the accuracy of item parameter estimates and on ability parameters. The decrease of ability parameter accuracy
estimates renders the results of ability estimates doubtful. This has an automatically negative effect on decisions about the subjects made by the specialists using the tests in the educational and psychological field. There are several methods used to estimate the three-parameter logistic model. Which of those methods is most effective in estimating the subject’s ability (within limited conditions) is the most important question, and, to the researchers’ knowledge, no studies have focused on this topic. This study therefore aims to test the ability parameter accuracy estimates with regard to the test length variable to specify situations in which it is better to use Bayesian estimation and in which it is better to use the maximum likelihood estimation. More specifically, this study attempts to answer the following questions:

1. Comparison of the effect of test length on the estimation accuracy of the ability parameter in the two-parameter logistic model using the Bayesian method of expected prior mode and maximum likelihood.
2. Comparison of the effect of test length on the estimation effect accuracy of the ability parameter in the three-parameter logistic model using the Bayesian method of expected prior mode and maximum likelihood.

1.2 Purpose of the Study

The aim of this study can be further split into the following goals:

1. Comparison of the effect of test length on the estimation accuracy of the ability parameter in the two-parameter logistic model using the Bayesian method of expected prior mode and maximum likelihood.
2. Comparison of the effect of test length on the estimation effect accuracy of the ability parameter in the three-parameter logistic model using the Bayesian method of expected prior mode and maximum likelihood.

1.3 Justifications of the Study

• This study is of great importance owing to how significant accuracy is in the estimation of parameter in IRT models. This step is essential in applying this theory and maximizing its advantages, since these estimations determine the models’ characteristics.
• Also critical is the difficulty in specifying the error that reflects the estimation accuracy of the two and three parameters according to each method used in estimating the ability parameter.
• Studies in Arabic that highlight the difference between the effectiveness of the maximum likelihood estimation and the Bayesian estimation are scarce, and this study will contribute to the literature in the IRT and the two- and three-parameter logistic models.
• The study is designed to focus researchers’ attention on the accuracy of parameter estimation, because there are several statistical methods that require understanding of advanced mathematics and statistical issues, particularly Bayesian statistics.

1.4 Limitations of the Study

1. Results of this study are limited to the method of simulating data, more specifically using Monte Carlo (MC) of computer simulation by using the WinGen-3 program.
2. Results of this study are limited to the statistical methods used for estimating the ability parameter: maximum likelihood method and the Bayesian method (the expected prior mode).
3. Results of this study are limited to the logistic models used, specifically the two-parameter logistic model (2PLM) and the three-parameter logistic model (3PLM).
1.5 Terminology of the Study

- Two-parameter Logistic Model: This IRT model depends on two parameters: difficulty and discrimination in addition to estimations of testees’ ability.
- Three-parameter Logistic Model: This IRT model depends on three parameters: difficulty, discrimination, and guessing in addition to estimations of testees’ ability.
- Estimation of Person Parameter: The estimation of the ability parameter by a value extracted from applying a mathematical function in item response models once the testee answers the items of a particular test.
- Accuracy of Estimation: An expression that refers to quality of estimation featured by maximum likelihood that the estimation is approximate to the actual value. That can be obtained by selecting the unbiased estimation whose variance is less than any other estimation by using error squares and standard error in estimation.
- Maximum Likelihood Estimation: A statistical method used to find out the estimation of the ability parameter in the IRT. This method is based on finding the ability parameter value ($\theta$), which signifies that likelihood function.
- Bayesian Estimation Bayesian: Estimation is a statistical method used to determine the estimation of ability parameter in IRT. This method is based on the assumption that there is a prior probable distribution that can ensure more accuracy in the process of stimulating ability.

2. Review of Literature and Previous Studies

2.1 Item Response Theory

Research and educational centers have been using traditional instruments of measurement for a long time; however, those instruments do have aspects of weakness and lack of precision. Those weaknesses have been shown in the problems that appear while using these classically oriented methods. They fall short of attaining objectivity in the testing field in general and more specifically in behavioral testing (O’Connor et al., 2015; Reise et al., 2005; Vispoel & Kim, 2014). Several studies have been conducted to eliminate such issues, which have resulted in the emergence of modern testing theory. This has greatly helped in creating and ensuring the desired objectivity. Modern testing theories evolved, among which are the latent trait theory and the item response theory (IRT), also called the item characteristic curve (ICC) theory (Reise & Waller, 2003; Zanon et al., 2016). The measurement method that distinguishes IRT from classical theory is that it is based on probable mathematical modeling, which adjusts confounding factors that negatively affect the comparison between students’ grades. This is caused by the mathematical modeling that the testing process undergoes. Moreover, the IRT is based on new rules that differ essentially from the rules used in the classical theory (Adedoyin & Mokobi, 2013; Downing, 2003; Embretson & Reise, 2000).

In this regard, Hambleton and Swaminathan (Hambleton & Swaminathan, 1985) listed several advantages that encourage specialists in educational and psychological testing to use the IRT. Those advantages are:
- The modern theory provides a statistical index that measures degree of accuracy in measuring each person’s ability.
- When many test items measure the trait, the estimation of a person’s ability occurs independently of the items sample applied to it, namely, the items used in estimating subjects’ ability is free from characteristics of the items (item-free).
- In the case of many people involved, the items’ psychometric characteristics are estimated freely from the subjects’ sample (sample-free), which is used for estimating these parameters.

Recently the IRT has attracted the attention of researchers and test designers in many tests and orientations. This theory assumes that it is possible to predict a person’s ability. Their performance in
an educational or psychological test can be explained in light of the distinctive properties of this performance, called traits. This theory also estimates the individual’s marks/grades in these traits. A group of models has developed from this theory, known as the latent traits model (Albano, 2017; Steel & Klingsieck, 2016; Zanon et al., 2016).

2.2 Item Response Theory Assumptions

The IRT model determines the relationship between the observed performance of the testee on the test and the latent abilities and traits that cannot be easily observed; however, these abilities can be deduced from the student’s performance on the test. The relationship between observed performance and the latent trait can be shown in a mathematical model; therefore, the IRT can be said to be a mathematical model based on strong axioms. The importance of these assumptions comes from the necessity of proving them to ensure reliable and objective findings. There are other advantages to be obtained in applying this theory (IRT). They are as follows:

2.2.1 Unidimensionality

The IRT presupposes the availability of many dimensional latent traits, which makes it possible to locate every testee in the space of latent traits when identifying his or her position in each trait. The traits space is considered complete when it affects all the testee’s marks in the exam. It is quite common for each testee to have one latent trait or ability that gives indications about his or her performance. This means that all the test items estimate the same ability or the same latent trait (Hamid, 2008; Jin & Wang, 2014).

Crocker and Algina (2009) state that unidimensionality can be defined by using statistical correlation language among items. For the test to be unidimensional is to attribute the statistical correlation among items to only one trait. The test is said to be unidimensional if its items are statistically correlated to the whole group of testees, and it can be statistically independent when each group of testees shares the same ability (Bazaldua et al., 2017).

Practically speaking, this assumption cannot be totally confirmed because of other factors that influence the testees’ performance. Such factors can be natural, personal, or knowledge-based, or they might be related to answering skills such as motivation, speed of performance, test anxiety, and test instructions, all of which have an impact on an individual’s performance to some extent (Allam, 2005; Kose & Demirtasli, 2012).

2.2.2 Local Independence

Local independence occurs when a testee’s reactions on the test items are statistically independent when the general ability is taken into account. Thus, an individual’s performance in one item does not affect his or her performance in the same test. Hambleton and Linn (1989) think that for an assumption to be correct, the individual’s performance in a single item must be independent of any other item. In other words, performance in an item is affected by his/her abilities and features of this very item.

For an item to be hypothetically independent, the following equation has to be correct: \( P_{ij}(\theta) = P_i(\theta) \times P_j(\theta) \) (1) where \( P_{ij}(\theta) \) is the probable answer of the items \( (i, j) \). \( P_i(\theta) \) is the probable correct answer of item \( i \). \( P_j(\theta) \) is the probable correct answer of item \( j \). On reconsidering the previous equation, the local independence assumption confirms that a person with a particular ability of \( (\theta) \) to answer two items \( (i, j) \) correctly equals the response probability multiplied for each item. This equation cannot be correct unless the testee’s answers to items are statistically independent of each other. Local independence can be achieved on items whose numbers \( (N) \) with a particular ability if: \( \Pr(U_1 = u_1, U_2 = u_2, U_3 = u_3, \ldots, U_n = u_n | \theta) = P_1(\theta)^{u_1}Q_1(\theta)^{1-u_1}P_2(\theta)^{u_2}Q_2(\theta)^{1-u_2} \ldots \ldots P_n(\theta)^{u_n}Q_n(\theta)^{1-u_n} = \prod_{i=1}^{n} P_i(\theta)^{u_i}Q_i(\theta)^{1-u_i} \) (2) where \( U_i \) \((i = 1, 2, \ldots, \ldots, n)\) shows the testee’s responses to the test items whose number is \( N \) and the response to it is \((1, 0)\). This equation confirms that the assumption of an
item's local independence is achieved when the probable responses of any testee equal the probabilities of the testee's answer to each item multiplied. Because this condition to fulfill local independence is strong, concerned researchers started looking for a weak form for this assumption, which examines the local independence of each pair each time instead of examining them throughout. This is called the weak independence local item (WLI), and it can be shown in the following equation:

$$\text{COV}(U_i, U_j | \theta) = 0, i \neq j \quad (3)$$

This weak assumption states that if the shared variance of any two items equals zero, it means that the local independence is achieved (Dresher, 2003; Nofer, 2007). Having surveyed the unidimensionality and local independence, we can note that specialists and researchers do not agree on the fact of their equivalence; some say that they are equivalent and some say that they are not. Opinions supporting the equivalence of these two concepts are those of Hambleton and Swaminathan (1985) and Hulin et al. (1983), who stated that achieving local independence indicates that a group of items test only one trait, and that unidimensionality ensures local independence. Conversely, Crocker and Algina (1986) and Meara et al. (2000) state that they are not equivalent, justifying that by saying that test items can be statistically independent at a particular ability level. In addition, this test estimates more than one trait. They added that a unidimensional test in all cases will have its items statistically independent but not the opposite, which means that local independence is necessary but does not ensure unidimensionality.

2.2.3 Item Characteristic Curve (ICC)

The ICC indicates that answering a multiple-choice item correctly indicates a person's ability as well as the item's features that it aims to answer. Therefore, the aim of the IRT is to reach the individual's estimated values, and the others are item-related. These values are then used to estimate the probability of the correct answer for each item of the exam through the ICC. Allam (2006) defines this curve as a mathematical function that correlates with the possibility of a student's success in answering an item or the ability that a group of items estimates. Dresher (2003) defines it as an ascending cumulated function that describes the achievement of the testee in an item and his/her ability measured in the exam. This curve represents the probabilities of the testee's correct answer in the item's different ability levels. Because the curve is ascending and cumulative, it vividly indicates that the probability of an item being answered correctly increases as the testee's ability does. Kymlicka et al. (2002) think that the ICC is a basic concept in IRT. It is the probability of a correct answer to an item as an indicator of the measured latent trait of the test's items. Most IRT applications assume that the item's distinctive curve has an S shape (Edelen & Reeve, 2007). The researchers think that however the characteristics curve changes in form, the probability of a student's answering an item correctly depends on the form of the curve. This form is independent of the testee's abilities distribution. This characteristic indicates the stability of item characteristics curves that have been standardized to a community of testees and is considered the most important distinctive feature of all latent traits models.

2.2.4 Freedom from Speediness

Modern measurement theories agree that speediness does not play a critical role in the response to testees' answers; that is, bad performance in a given test is a definite result of low abilities. This is an implied assumption for all item response models as it is implied in unidimensionality, which stipulates that the test has been applied under the condition of speediness. Thus, a student's failure to answer a test's items correctly is due to their inability and not to lack of time. In this regard, Bolt et al. (2002) emphasized that the duration of the test has to be enough for all examinees. He thinks that leaving some items unanswered negatively affects the accuracy of ability estimation, which in turn deforms the person's ability estimation. We also have exaggerated estimations of item parameters that fall at the end of the exam. The influence of speediness can be determined by counting the
number of students who could not answer all test items.

2.3 Factors on the accuracy of parameter estimation

Several studies investigated the effect of certain factors on the accuracy of parameter estimation in light of IRT. Some of those studies are presented here. Ban et al. (2001) compared and evaluated methods of computerized adaptive testing. Those methods are marginal maximum likelihood of the one-cycle estimation method, marginal maximum likelihood of the two-cycle estimation method, Stocking’s method A, and Stocking’s method B. Samples of the sizes 3000, 1000, and 300 were used, which were simulated. Results showed that the marginal maximum likelihood of the two-cycle estimation method provides better estimations with the standard error of estimation under the various conditions of sample size. Moreover, Stocking’s method B performed better, but it requires anchor items, which leads to an increase in test length. Al-Darabee (2001) investigated the effectiveness of the one-parameter logistic model (Rasch model) for accurate estimation of a person’s ability and the item difficulty parameter when using sample sizes of 500, 100, and 50 persons and the length of the test is 25, 50, and 300 items. To achieve the purpose of the study, two-item response data were estimated by simulation method using the computer program IRTDATA. For estimation of a person’s ability and the item difficulty parameter, these data were entered into a specialized program of estimation (BILOG 3.0). RAMSE was determined for both a person’s ability parameter and for item difficulty using a program prepared by the researchers and coded in Pascal. To answer the hypotheses of the study, a two-way analysis of variance 3*3 was used. Results then indicated that there were significant differences for the reaction of both the sample size variable and length of the test with the accuracy of estimating a person’s ability. Results also showed that there were significant differences in the accuracy of the estimation of a person’s ability, which was related to the variable length of the test only, whereas results did not show significant differences for sample size levels. Similarly, Pelton (2002) compared the accuracy and stability of the estimating difficulty parameter and the ability parameter using the classical theory of measurement and the logistic models in IRT by using the simulation method. Results of this study revealed that ability estimations could be compared through the classical theory and IRT. Ability estimation varied according to the available information in the simulated data group, which in turn was affected by unidimensionality, estimation degree, and variance range in item difficulty. Results then showed that if average sample size is 999 testees and appropriate item number is 33 items, then the two-parameter logistic model will provide more accurate estimations for difficulty parameter than the Rasch model, the three-parameter logistic model, and the classical theory of measurement when there is less guess in the test items answer. Si and Schumacker (2004) compared accuracy estimation of testees’ abilities when employing different permutations of the latent trait models, some of which are the partial estimation model and dichotomous gradation models, in addition to various distributions of testees’ abilities, some of which are the positively skewed distribution and negatively skewed distribution, and normal distribution. The researchers used the simulation model by generating answers for 1000 testees for a test of 30 items; 84 experimental formations were used for the sake of comparing estimation accuracy of testees’ abilities, which would result from each experimental formation relying on root mean squared error (RMSE) standard. Study results indicated that estimation accuracy of testees’ abilities using a partial estimation model is much better than estimation accuracy of testees’ abilities using dichotomous gradation models regardless the distribution of testees’ abilities. Al-Ta’mari (2003) applied a three-parameter logistic model to estimate a person’s ability and item features to test multiple choice items with different numbers of distractors. He also compared results in light of the classical theory of measurement. The sample of the study consisted of 1200 students of the 10th grade in the Educational Directorate of Amman in Jordan. The BILOG program was used to estimate subjects’ ability and item parameters according to the modern theory of measurement. One of the significant results of the study was no statistically significant difference in estimation of person’s ability to take the multiple-choice test with different
numbers of distractors in light of IRT. There were statistically significant differences in a person’s ability according to the classical theory of measurement, favoring the test with five choices. Moreover, there were statistically significant differences in item difficulty on multiple-choice tests with varying number of choices per the classical theory of measurement, favoring the test with three choices. There were no statistically significant differences in item discrimination in the multiple-choice test with a varying number of choices according to the IRT, favoring the test with five choices. Lastly, there were statistically significant differences per the classical theory of measurement, favoring the test with four choices. Ababnah (2004) investigated the effect of sample size and its selection on estimation accuracy of item parameter and ability to test mental ability. Therefore, the researcher prepared a mental ability test of four subtests (i.e., vocabulary test, synonyms test, antonyms test, and computer test). The test in its final draft consisted of 71 items. It was distributed to a sample of 1000 students of the 7th grade in Jordan. The researcher used the BILOG 3.11 program to estimate testees’ abilities, test items parameters, standard errors of estimation, and statistics of data correspondence to the two-parameter model. Results of that study demonstrated that accuracy of estimation of item parameter increases by the increase of sample size of testees. Ability estimations of testees were shown to be stable when titrated samples with large sizes are used, and accuracy of estimation of item parameter increases by the increase in the number of test items or their percentage to the total test.

Garre and Vermunt (2006) implemented a study that used the empirical curve and applied actual data to check results of the mathematical derivations related to accuracy of parameter estimations when using different prior distributions for ability parameters. Results indicated that parameter estimations that are obtained by the Bayesian method are more stable than the parameter estimations obtained by the maximum likelihood method, particularly at the estimation of abilities at the ends of the connector ability (Philipp et al., 2018; Wurpts & Geiser, 2014).

3. Item Response Theory Models

3.1 Two-Parameter Logistic Model (2TPLM)

This model was proposed by the statistician Birnbaum with a group of his colleagues at Columbia University in the United States. This model assumes that guessing has minimal influence, and that varies with regard to the degree of difficulty and degree of discrimination among examinees. What distinguishes this model from the previous one is that it allows variations of exam items regarding degree of difficulty and degree of discrimination. The equation runs as follows Allam (Abu-Allam, 2005): 

\[
P_i(\theta) = \frac{L^{a_i(\theta-b_i)}}{1+L^{a_i(\theta-b_i)}}
\]

(4)

Where: \(P_i(\theta)\) is the probability of a correct answer by a randomly selected student from the ability level \(\theta\) to item \(i\); \(b_i\) is the difficulty parameter; \(a_i\) is the discrimination parameter; \(\theta\) is the ability parameter; and \(D\) is the degree factor, which equals 1.7. Adding the discrimination parameter to this model overcomes defects in the one-parameter model, represented by the difficulty of finding a group of items with equal discrimination coefficients.

3.2 Three-Parameter Logistic Model (TPLM)

This model has been proposed to overcome the defects that can occur when applying one-parameter and two-parameter models, represented by the guessing factor as testees with low abilities whose percentage of correct answers is more than zero in the existence of guessing factor in objective tests that include yes/no and multiple-choice items. This model can be represented in the following mathematical equation (Al-Owidha, 2007): 

\[
P_i(\theta) = C_i + (1-C_i) \frac{1}{1+L^{a_i(\theta-b_i)}}
\]

(5)

Where: \(P_i(\theta)\) is the probability of a correct answer by a randomly selected student from the
ability level $\theta$ to item $i$; $b_i$ is the difficulty parameter; $a_i$ is the discrimination parameter; $\theta$ is the ability parameter; $D$ is the gradation factor, which equals (1.7); and $c_i$ is the guessing parameter. Thus, the 3PL model in the previous equation adds a third parameter, $c_i$ which indicates that a person can answer correctly by guessing. This parameter is called lower asymptote (Allam, 2006).

### 3.3 Estimation of Ability

In tests, estimation of ability used to identify a subject’s position in connected ability estimated in a test with a possibility of estimating that ability wrongly, which is estimated using standard error of estimation. The outcome value represents the variance between the testee’s real mark and his/her observed mark. The symbol $\theta$ represents the testee’s ability or the amount of the trait that he/she is in possession of. There is a certain probability of answering an item correctly at each ability level, represented by the symbol $P(\theta)$. Ability refers to the terms achievement, attitude, or personality (Hambleton et al., 1991). The first and most important step in using the IRT in designing tests and measurements and analyzing their items concerns the parameters that comprise a certain selected model. The effective use of any of these models depends on the availability of appropriate modes and suitable procedures to estimate these parameters, and on effective and suitable computer programs. The process of obtaining these estimations is called calibration. It is difficult to determine the estimated values manually because the available computer programs that have been updated in the last few decades implement various statistical methods to estimate the parameters of the different models (Allam, 2005). Embretson and Reise (2000) are of the opinion that all models based on the IRT in correcting the testees’ responses are used to locate the testees’ position in the ability connector, using testees’ response pattern in addition to the estimated item parameters. Hambleton and Swaminathan (1985) describe four main steps to determine the testee’s ability value measured in a particular test. They are as follows:

1. Compiling the testees’ response data of one item including quite a large group.
2. Selecting one item response model after verifying that the data match the model.
3. Using a computer-based program in the estimation of ability and item.
4. Converting ability marks of appropriate measures.

It has been proved that the estimation of ability plays a vital role in logistic models and their applications in tests. Many indices to examine the precision of measurement of the ability estimation method ($\theta$) also have been invented. These indices are indications to be referred to when preferring one ability estimation mode to another. The following are possible divisions of measurement precision indices:

- **A. General indices that give a brief image of the accuracy of estimation of a test as a whole, such as stability, approximation indices, accuracy, and efficiency.**
- **B. Conditional indices that can be calculated at each point of ability calibrator, such as square root of the mean of error squared, bias, and standard error of estimating ability (Al-Zahrani, 2008).**

### 3.4 Ability Estimation Methods

The successful application of IRT depends on precise selection of an appropriate ability estimation style, because an imprecise ability estimation style negatively affects many aspects, such as choice of items, stopping the test, and the final estimation of the trait. Generally speaking, there are two ability estimation styles: they are maximum likelihood estimation and Bayesian estimation. They will be illustrated here.

### 3.5 Maximum Likelihood Estimation

Frank (2009) states that this method tries to develop parameter estimation through parameter
likelihood function, which is meant to be estimated as we gather enough information about the sample. This method aims to determine the ability parameter value ($\theta$), which aims to indicate likelihood function, and more specifically if $ua=\{ua, u2a, ..., una\}$, $a=1, 2, ..., N$. It represents the testee's response orientation ($a$) in a test with ($n$) items. In this case the maximum likelihood of the testee's marks ($a$) is the value ($\theta$), which signifies the following function:

$$lnL_{a}(\theta) = \sum_{j=1}^{n}[u_{aj}ln P_{j}(\theta) + (1 - u_{aj})ln(1 - p_{j}(\theta))] \quad (6)$$

where $p_{j}(\theta)$ is an item response function that conforms the item ($j$). Therefore, defining the value of ($\theta$) necessitates finding the first derivative probability function of the parameter of the defined model parameters, then equalizing the derivative with zero, and after that answering the resulting nonlinear equation using numerical analysis.

### 3.6 Joint Maximum Likelihood Estimation

Using the maximum likelihood function, as shown previously, results in biased values in the three-parameters model. To avoid that, an ability values considerable scale is selected. This can be fulfilled by equalizing the mean and the standard deviation of a person or item parameters to (1, 0) consecutively (Allam, 2005). Estimation can be carried out in two steps, as Al-Zahrani (2008) and der Linden & Pashley (2009) point out:

1. Assuming ability parameter values by dividing the logarithm of the ratio among correct and incorrect responses of all testees. The resulting value is converted into standard values.
2. Item parameters are treated as pieces of information, whereas the item parameter is estimated.

These two steps must be repeated until we determine that the parameters’ estimated value does not alter after two consecutive steps.

### 3.7 Conditional Maximum Likelihood Estimation (CML)

This pattern is used with the one-parameter model (Rasch model) and the models derived from it; however, it is not applicable with 2PL or 3PL, where item discrimination parameters are different. This tends to make the total grades inadequate to estimate the ability level of the testees because parameter estimations will depend on correctly answered items (Draxler & Alexandrowicz, 2015; Eggen, 2000). This method, the conditional maximum likelihood, is significant because of the conformity of parameter estimations; in addition, the likelihood function stipulates the number of the correct answer of testees to testing items, which means:

$$T = \sum_{g=1}^{n} X_{g} \quad (7)$$

The grade $T$ is statistically enough to estimate a person’s ability, which means the conditioned probability of grades $X_{1}, X_{2}, X_{3}, ..., X_{n}$ if we know that the total grade of an individual is independent of that person’s ability $\theta$. The likelihood function therefore can be taken as a conditioned probability for all testees’ responses. Having elevated this function, we can obtain conditional maximum likelihood estimations of item difficulty parameters regardless of the ability parameter $\theta$ (Allam, 2005).

### 3.8 Marginal Maximum Likelihood Estimation (MML)

This method, developed by Bock and Aitkin (1981), handles indefinite ability level as far as the probabilities of answer patterns according to distribution of a particular community. The test data are viewed as a random sample taken from a particular community. This method is used to estimate all unidimensional models 1PL, 2PL, 3PL, as well as multidimensional models, and is effective whether the test has many or few items. Moreover, the resulting standard estimation value of mistakes is precise. BILOG-MG (designed by Mislevy and Bock in 1984; Rupp, 2003) is the program used to perform this estimation. This program is known for its strength, effectiveness, flexibility, and speed in estimating one-, two-, and three-parameter logistic models (Chaturvedi & Vyas, 2017). From the
previous discussion of the maximum likelihood method and its three modes (JML, CML, and MML), the researchers implemented the MML, which the program BILOG-MG3 uses as one estimation method. They prefer using MML to JML and CML because parameter estimations resulted from quality stimulation of any specific deductive statistical mode; these include impartiality, consistency, and relative effectiveness, which are all achievable in MML. This method can estimate parameters of the model and individuals when the testee answers all the items either correctly or incorrectly. It is not a condition that the person who answers all the items either correctly or incorrectly be eliminated from the study.

3.9 Bayesian Estimation

In addition to maximum likelihood, which estimates personal ability, there are other means to estimate item response parameters, which depend on Bayes’ theorem. This theory connects conditional likelihood with marginal likelihood. These methods require assuming prior probabilities of the parameters in the light of theoretical as well as empirical considerations. Regarding the availability of testees’ ability, the methods based on Bayes’ theorem can ensure obtaining reliable estimations of this ability (Allam, 2005). In fact, Bayesian estimations imply assumptions about parameter distributions; they are called prior distributions. Having included the prior distributions in the estimation process, it becomes improbable for the estimations to occur in less probable zones per the prior distribution. BILOG-MG3 ensures assumed prior distributions and also enables the user to start it if he wants to refer to it. The user can handle prior distributions in two ways: keeping the prior distributions unchanged in every repeated process, or updating them. Furthermore, prior distributions for definite parameters can be set to serve different purposes (Fox & Glas, 2003). Ababnah (2004) states that this method is recognized for using prior information in addition to the availability of information about the sample. No doubt, the Bayesian model is totally different from the classical method. In the classical method the parameter (\( \theta \)) is indefinite, but it is a fixed value. The sample \( X_1, X_2, X_3, \ldots X_n \) is usually drawn from a population identified by significance of (\( \theta \)). The value of (\( \theta \)) is determined on the basis of the values of the observed sample, but for the Bayesian approach (\( \theta \)) is a quantity of a recognized variance through the description of a probable distribution of (\( \theta \)), which is called prior distribution. Determining this probable distribution relies on the researcher’s beliefs and previous experience about (\( \theta \)) before collecting the data, which is why it is called prior distribution. A sample is then selected from the population expressed with the significance of (\( \theta \)). Prior distribution is revised according to the information that the sample provides. The new type of distribution is called posterior distribution, and this newer probable distribution depends on Bayesian rule, which is the stem of Bayesian statistics. This method mostly assumes that the ability (\( \theta \)) is distributed as per normal distribution, which means \( \theta_a \sim N(0,1) \). Estimation of (\( \theta \)) can be mathematically expressed by the Bayesian method as follows:

\[
\begin{align*}
\tilde{\theta}_a|u &= \frac{f(u|\tilde{\theta}_a)f(\tilde{\theta}_a)}{f(u)} \\
&= \text{the posterior distribution of } (\tilde{\theta}_a)
\end{align*}
\]

(8) \( \theta \) estimation depends on a previously determined answer pattern, and \( f(u) \) is a fixed value in this case, whereas \( f(u|\tilde{\theta}_a) \) is a likelihood function, \( f(\tilde{\theta}_a|u) \) is the posterior distribution of (\( \tilde{\theta}_a \)), \( f(\tilde{\theta}_a) \) is the prior distribution of (\( \tilde{\theta}_a \)). Here we assume that distribution is made according to the normal distribution. To simplify the definition of posterior distribution, the likelihood function \( f(u|\tilde{\theta}_a) \) can be written as follows:

\[
L(u|\tilde{\theta}_a) = L(u_1, u_2, \ldots u_n|\tilde{\theta}_1, \ldots, \tilde{\theta}_n) = \prod_{a=1}^{N} L(u_a|\tilde{\theta}_a) = \prod_{a=1}^{N} \prod_{i=1}^{n} p_{ia}^u q_{ia}^{1-u}
\]

Where: \( p_{ia} \) is the function of item response, \( n \): Number of items, and \( N \): Number of the testees.

3.10 Monte Carlo Methods of Simulating Data

Because it was difficult to implement the experimental approach in psychological and education studies, especially in the control field, technologic advancements in programs and computer devices have made experiments possible. In the field of psychology this has become a reality owing to various
computer programs playing a prominent role in the advancement of research in educational psychology theories (Hadwin et al., 2005). Because of the potential and the effective solutions that Monte Carlo methods have provided, researchers can administer the highest degrees of experimental control in experiments and tests according to the specifications determined for samples, while ensuring the features that help to achieve research purposes. Monte Carlo methods therefore were a turning point and a contribution to the history of measurement development (Al-Zahrani, 2008). The term Monte Carlo usually is used when random numbers are simulated by data proposed by computer simulation methods used on sets of samples that simulate properties, features, and statistical distributions of the original population. Monte Carlo studies were used widely in the IRT field. The advantage of these modes was shown by using them to solve problems in educational and psychological measurement, and also some statistical issues, because they can describe and process parameter values properly. They can study the effects of many factors at once, and they can reduce time, effort, and cost, all of which have an impact on collecting actual data (Han & Hambleton, 2007; Harwell et al., 1996).

The authors of this study are of the opinion that there are many reasons to make the design of their experimental study depend on Monte Carlo data simulation. The most important reasons are:

Simulation programs using Monte Carlo methods provide large and random numbers for subjects’ samples and tests with various lengths through different replication numbers. Such numbers are large enough that one researcher might be unable to obtain them from experimental studies with real data.

The present study compares maximum likelihood estimation and Bayes’ technique of simulation of person parameter in the logistic model in various testing circumstances. This requires a high degree of experimental control of certain variables so that the comparison process is made properly, which cannot be achieved with actual data.

Many studies recommend that it is necessary to carry out experiments that depend on simulating data, such as the study of Al-Zahrani (2008), which revealed that most of the studies done by computerized adaptive testing were simulation studies. He stated that those studies obtained accurate results that conformed to the studies made by using actual data and added that at the beginning it is necessary to expand in carrying out experimentation of data simulation, and then apply that to actual data.

4. Methodology and Procedures

4.1 Methodology of the Study

This study followed the experimental approach because using the data based on Monte Carlo simulation methods achieves maximum degrees of experimental control because the data were selected in an absolutely random way through the simulated samples by the WinGen-3 program. All of the variables that could affect results of the present study, such as item features, were controlled. All of the items were unidimensional and dichotomous (0, 1), and had certain distributions in a certain range with a specific mean and standard deviation for each parameter of the logistic model used to compare the statistical methods used in this study (maximum likelihood, Bayesian prior mode). Therefore, the experimental variables represented in the present study by test length will affect the dependent variable represented by estimation accuracy of the ability parameter for both the maximum likelihood and Bayesian prior mode methods in isolation with any other variables.

4.2 Population and Sample of the Study

The population of this study comprises all of the people who have the specified level of ability of the design. All of the tests are dichotomous in gradation (0,1) and have the same specified distribution of parameters as in the design of the study. The study sample includes random samples of people, and
random samples of items that are selected according to the varying test length (i.e., the number of test items), and they are chosen from the simulated data by the WinGen-3 program on the basis of steps in the computer program, and per the data that correspond with the design of the study.

4.3 Design and Variables of the Study

The Variable: Test Length
Three levels were determined for test length (10 items, 30 items, and 60 items). The variable shows in its three levels the effect of test length on the effectiveness of the maximum likelihood method and the Bayesian method in estimating the ability parameter to determine the appropriate statistical method of estimation at each level of test length.

4.4 Simulating the Data

This study used computer simulation methods to generate the required data for the study. The data for this study were simulated by the WinGen-3 program to comprise the variables in the study to compare the maximum likelihood method and the Bayesian prior mode method in estimating the ability parameter.

4.5 Estimating Subjects’ Abilities with the Simulated Data

The BILOG-MG3 program was used to estimate the ability parameter of the models (two-parameter and three-parameter logistic mode) which were used in this study. This program was chosen because it provides estimations of high efficiency for two-parameter item response parameters and because it helps in balancing equivalent and inequivalent groups; in the vertical equation: tests of two stages, study of items bias, distributions of ability, statistics of suitability of item, and theoretical and experimental stability. In addition, this program contains three options for estimating item and person parameter methods (i.e., maximum likelihood, Bayesian expected posteriori, and Bayesian maximum a posteriori).

4.6 Simulation Steps and Procedures of Estimation

What follows is a description of the steps used by the researchers in simulation of the parameter item response and procedures of estimation, and then the measurement of accuracy of estimation of the ability parameter, which was obtained from the IRT models (the three-parameter logistic model in different conditions and circumstances).

4.6.1 Simulation Steps in Stimulating Data

The researchers investigated nine different conditions that were the focus of the comparison between the maximum likelihood method and the Bayesian prior mode method within each logistic model (one-parameter and two-parameter). To determine the different conditions, data were simulated by using the WinGen-3 program for 100 replications for each of these conditions according to the following standards:
1. Item difficulty and discrimination parameter, then simulating it from an ordinary distribution.
2. Item difficulty parameter set randomly from +3 to -3.
3. Item discrimination parameter was set randomly from 0.5 to 2, with a mean of 1.25 and a standard deviation of 0.25.
4. Subjects’ ability belongs to the normal standard distribution from +3 to -3, with a mean of 0 and a standard deviation of 1.
5. Guessing coefficient was set from 0.10 to 0.30, with a mean of 0.20 and a standard deviation of 0.05.
6. Sample size was controlled according to each condition and within the three sets: 500, 1000, and 1500 testees.
7. The number of test items was controlled according to each condition and within the three sets: 10, 30, and 60 items.

Table 1: Description the settings from the WinGen-3 program

<table>
<thead>
<tr>
<th>Settings Description</th>
<th>Conditions/Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determining the number of testees as 500</td>
<td>The logistic model used is the three-parameter version.</td>
</tr>
<tr>
<td>Distributing subjects’ abilities normally with a mean of 0 and a standard deviation of 1</td>
<td>Items difficulty coefficients from +3 to -3</td>
</tr>
<tr>
<td>Setting the guessing coefficient from 0.10 to 0.30 with a mean of 0.20 and a standard deviation of 0.05</td>
<td>Distributing items discrimination factors normally with a mean of 1.25 and a standard deviation of 0.25</td>
</tr>
<tr>
<td>The response pattern on the test is binary.</td>
<td>Determining the gradation factor as D = 1.702.</td>
</tr>
<tr>
<td>The number of test items is 10.</td>
<td>Determining the number of replications as 100 times.</td>
</tr>
</tbody>
</table>

For example: To simulate the data comparing the maximum likelihood method with the Bayesian prior mode method in short tests applied to a sample of 500 testees within the three-parameter logistic model, we selected the following settings from the WinGen-3 program, as shown in Table 1. One hundred different copies of persons’ responses were obtained from the program, for a test with the stated specifications.

4.6.2 Ability Parameter Estimation

To estimate the ability parameter and compare the effectiveness of the maximum likelihood method and the Bayesian method of estimation – the goal of the study. Researchers performed the following steps:

- The data simulated for the two-item response models, and for each model separately (the two-parameter logistic model and the three-parameter logistic model) according to each of the mathematical design conditions (using the BILOG-MG3 program) were recalled.

  Commands (syntax) for the BILOG-MG3 program to correspond with the conditions in which the comparison process were implemented, and the estimation process of subjects’ abilities was done using the maximum likelihood method and the Bayesian prior distribution.

  After obtaining the estimations of subjects’ abilities in each of the study’s conditions and with the two previously mentioned methods, we determined their effectiveness in estimating the ability parameter (θ) using the statistical index (relative efficiency criterion).

  The previous steps were replicated 100 times for each of the test conditions, and the results of these steps were 100 ability estimations with the maximum likelihood method and 100 ability estimations with the Bayesian method, and 100 measurements for the relative efficiency index and for each model of the study.

  The researchers then analyzed the results of each of the test conditions by using the descriptive and deductive approaches according to the questions and the experimental design of the study.

4.7 Statistical Treatments

To answer the questions posed by the study, data were simulated using the WinGen-3 program. These data were then recalled using BILOG-MG3 and the statistical package for the social sciences (SPSS), and the following statistical treatments were processed:

1. Estimating subjects’ abilities by the maximum likelihood method according to each test
circumstance.
2. Estimating subjects’ abilities by the Bayesian prior mode method according to each test circumstance.
3. Determining the standard error of estimation by these two methods.
4. Finding the mean of standard error of estimation and the outcome of the number of 100 replications for each test circumstance.
5. Calculating the relative efficiency index.

5. Results and Discussion

Does the accuracy of estimation of the ability parameter vary as the test length varies in the two-parameter logistic model when the maximum likelihood method and the Bayesian method of expected prior mode are used?

To answer this question, items were simulated by the process described earlier. Subjects’ ability parameter and standard error of the degree of estimation were determined by both the maximum likelihood method and the Bayesian method of prior mode at each of the three conditions of test length in the control of sample size within its three levels (i.e., 500, 1000, and 1500). The average standard error of estimation of persons’ abilities and the relativity efficiency factor were determined also. Table 2 shows the results of that process. The data in Table 2 related to standard error by ability parameter estimation methods SEML and SEB indicate that when the difficulty level and sample size are stable, the accuracy of the ability parameter estimation in the three-parameter model increases by the increase of the number of test items, assuming that the relationship between standard error and estimation accuracy is inversely proportional, and that this could reflect the data correspondence quality of long tests compared to short tests.

Table 2: Standard Error by Ability Parameter Estimation Methods and their Relative Efficiency Using the Two-parameter Logistic Model According to Difference of Test Length.

<table>
<thead>
<tr>
<th>Sample Size</th>
<th>No. of Test Items</th>
<th>Standard Error by Ability Parameter Estimation</th>
<th>Test Relativity Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>*SEML</td>
<td>**SEB</td>
</tr>
<tr>
<td>500</td>
<td>10</td>
<td>1.71</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.51</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.32</td>
<td>0.37</td>
</tr>
<tr>
<td>1000</td>
<td>10</td>
<td>0.69</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.49</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.40</td>
<td>0.43</td>
</tr>
<tr>
<td>1500</td>
<td>10</td>
<td>1.16</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.47</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>0.35</td>
<td>0.44</td>
</tr>
</tbody>
</table>

*SEML: Standard error by Maximum Likelihood method, **SEB Standard error by Bayesian method.

This result corresponds with what Ababnah (2004), Al-Darabee (2001), and Hambleton et al. (1991) have noted, indicating that the increase of estimation accuracy of ability parameter increases with the increase in the number of test items. To compare the two methods with the accuracy of ability parameter estimation and under the same conditions, it is necessary to refer to relativity efficiency criterion RE(B/LM) at different test lengths. This showed that in long tests (60 items) and tests of average length (30 items), the effectiveness is related to the maximum likelihood method when compared with the Bayesian method for all conditions of the sample size. In short tests (10 items), the Bayesian method of prior mode for estimating accuracy outperformed when compared with the maximum likelihood method in all the sample size conditions.

Does the accuracy of estimation of the ability parameter vary as test length varies in the three-
parameter logistic model when the maximum likelihood method and the Bayesian method of expected prior mode are used? To answer this question, items were simulated by the process described earlier and then the subjects' ability parameter and standard error of the accuracy of estimation were determined by both the maximum likelihood method and the Bayesian method of prior mode for each test length in the control sample size (i.e., 500, 1000, and 1500). Standard error of estimation of subjects' abilities and relativity efficiency factor were also taken. Table 3 shows the results of that process.

The data in Table 3 reflecting standard error by ability parameter estimation methods (SEML) and SEB indicate that when the difficulty level and sample size are stable, accuracy of ability parameter estimation in the three-parameter logistic model per the maximum likelihood method and Bayesian method increases by the increase in the number of test items, assuming that the relationship between standard error and estimation accuracy is inversely proportional. This result corresponds to the effect of test length on estimation accuracy of ability parameter for the two-parameter logistic model. This could be related to the same reasons stated by Hambleton et al. (1991), namely: the increase of estimation accuracy of ability parameter is linked to the increase of test items, and that the increase or

<table>
<thead>
<tr>
<th>Test Level</th>
<th>Sample Size</th>
<th>No. of Test Items</th>
<th>Standard Error by Ability Parameter Estimation</th>
<th>Test Relativity Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>*SEML</td>
<td>**SEB</td>
</tr>
<tr>
<td>Difficulty</td>
<td>500</td>
<td>10</td>
<td>1.34</td>
<td>0.79</td>
</tr>
<tr>
<td>Average</td>
<td>500</td>
<td>30</td>
<td>0.72</td>
<td>0.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>0.36</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>10</td>
<td>1.46</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>0.66</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>0.48</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>1500</td>
<td>10</td>
<td>0.89</td>
<td>0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>0.57</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>60</td>
<td>0.45</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Decrease in test length to achieve the desired accuracy depends on the assumption that the added or deleted items are similar in their statistical features to the rest of the items of the test. Long tests therefore reflect a better-quality matching data than short tests. To compare the two methods with the extent of accuracy of ability parameter estimation and under the same conditions, it is necessary to refer to relativity efficiency criterion RE(B/LM) at the different levels of test length. This showed that in tests with short and average length (10 or 20 items), the Bayesian method outperformed estimation accuracy in all test conditions of sample size, whereas in long tests (60 items), maximum likelihood outperformed in all conditions of sample size.

In the light of the results obtained, the researchers recommend the following areas for further study:

Test length for the logistic method (two-parameter and three-parameter) for the increase of estimation accuracy of ability parameter in both methods, the maximum likelihood and Bayesian prior mode, should be increased.

In the two-parameter logistic model, and for long and average tests, the maximum likelihood method should be used for ability parameter estimation, and for short tests, the Bayesian prior mode is recommended.

In the three-parameter logistic model, the Bayesian method is recommended for the ability parameter estimation with short and average tests, whereas it is recommended that for long tests, the maximum likelihood method should be used for all conditions of sample size.
6. Conclusion

This study compared the effect of test length on the degree of ability parameter estimation in the two-parameter and three-parameter logistic models by using the Bayesian method of expected prior mode and maximum likelihood. The experimental approach was followed, using the Monte Carlo method of simulation. The population of the study consisted of all subjects who had the specified ability level in the design. All tests specifying parameter distribution in the study design were binary graded (0,1). In addition, the study included random samples of subjects and of items that were selected according to the variable of test length, which were selected from the simulated data by the program WinGen-3. The study revealed that estimation accuracy of the ability parameter in the two-parameter logistic model according to the maximum likelihood method and the Bayesian method increases with the increase of the number of test items. To compare the two methods by range of accuracy of estimation of the ability parameter, the results showed that with long tests (60 items) and those of average length (30 items), the effectiveness is related to the maximum likelihood method and to all conditions of the sample size, whereas in short tests (10 items), the Bayesian method of prior mode in estimating accuracy outperformed in all conditions of the sample size. Moreover, results showed that the increase of estimation accuracy of the ability parameter in the three-parameter logistic model, according to the maximum likelihood and the Bayesian method, increases with the increase in the number of test items. To compare the two methods with respect to the range of accuracy of estimation of the ability parameter, results showed that in the case of short tests (10 items) and those of average length (30 items), the Bayesian method outperformed with respect to the accuracy of estimation at all the conditions of the sample size. In long tests (60 items), however, the maximum likelihood method outperformed at all different conditions of sample size.

7. Declarations

Ethics approval: All procedures in this study were approved by the Research and Ethics Committee of the institution of the authors.

Availability of data and material: The data that support the findings of this study are available from the corresponding author, M. Al-Qahtani, upon reasonable request.

Authors’ contributions: All authors contributed to the study conception and design. MAL-Q prepared the material. EAW collected the data. MAL-Q performed statistical analyses of the data and interpreted the results. The first draft of the manuscript was written by MAL-Q. All authors read and approved the final manuscript.

Consent to participate: Informed consent was obtained from all individual participants included in the study.

Code availability: The Code for Study can be obtained upon request to the corresponding author.

References


Albano, A. D. (2017). Introduction to educational and psychological measurement using R.


Crocker, L., & Algina, J. (1986). Introduction to classical and modern test theory. ERIC.


